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Abstract

The most recent improvements to the physical models of
the FLUKA code are described. They concern mainly the
transport of charged particles (scattering and ionization)
and the hadron generators at intermediate and high energies.
The increased accuracy and predictive power of FLUKA are
shown by examples, which allow to consider new fields of
application for the code.

1 INTRODUCTION

The FLUKA historyand the program structure have been de-
scribed in several publications and conferences during the
last four years [1, 2, 3, 4, 5, 6, 7, 8, 9]. Development of
the code is still in continuous progress, concerning both the
user interface and the physical models. In this contribu-
tion only the most recent improvements to the latter are de-
scribed.

The condensed-history algorithm used for charged par-
ticle scattering, complemented by the possibility of resort-
ing to single scattering at boundary crossing (or on user re-
quest), is now free from an artefact present in most trans-
port codes. The treatment of ionization in compound ma-
terials has been refined leading to a better representation of
the distribution of energy deposited by heavy charged par-
ticles near the end of their range.

However, the most important achievements regard the in-
termediate energy model for hadron interactions, where the
inclusion of a variety of new effects (neutron halo, quantal
effects, Fermi break-up of light nuclei, anisotropy of par-
ticle emission following pion absorption, isobar model de-
scription of pion production) has lead to better predictions
about residual nuclei, double differential yields and fission
cross sections. The high energy model has also been im-
proved.

2 CHARGED PARTICLE TRANSPORT

2.1 Improvements in the multiple Coulomb
scattering

The model used in FLUKA for multiple Coulomb scatter-
ing is based on the Molière theory, and to our knowledge is
the only one which takes into account correlations between
path length corrections and scattering angle, and also be-
tween the lateral deflection and the scattering angle [1].

However, the Molière algorithm for multiple scattering
has its intrinsic limits of validity: it can be applied only if
the path length is long enough to allow that at least a few

Figure 1: Angular distribution of 1 MeV electrons travers-
ing a fictitious plane boundary in a homogeneous Al slab,
obtained with the complete single scattering algorithm.

( � 20–30) elementary scatterings are performed, and short
enough to limit the average deflection angle below one ra-
dian. The first condition can fail in the case of very thin lay-
ers, or wires, or gaseous materials, or even in approaching
a boundary between two different materials, while the two
conditions become incompatible in heavy materials at low
energies.

Single scattering To cope with all these situations, a
single scattering algorithm has been developed for FLUKA.
The form for the single scattering cross section has been
taken again from the Molière derivations [10, 11], in order
to be consistent with the existing multiple scattering algo-
rithm. It can be written as:�������	�
 ������	�� � ������������� �"!# ���$���%�&�('*)!�+ !,.- !�/(1)

where 0�1320�4 is the Rutherford cross section, and the term
in square brackets comes from atomic screening. The + ,
parameter is the Molière screening angle. Equation 1 can
be integrated analytically without approximations, and the
resulting function can be directly sampled from. More-
over, additional corrections (nuclear, spin-relativistic) can
be applied in a straightforward way with a simple rejection



method.
The single scattering algorithm can be used standalone

therefore switching off the multiple scattering model, but
of course the CPU penalty is quite large (from 50 to 100
times), or it can be used in conjunction with the multiple
scattering model as described in the following paragraphs.

The boundary artefact A problem arising in simulat-
ing electron transport with condensed history Monte Carlo
codes has been pinpointed in a recent paper [12]. The au-
thors called it the “boundary artefact”, as it shows up in
an unphysical peak at ����� in the fluence angular distribu-
tion on boundaries, even in the case of a fictitious boundary
inserted in an homogeneous region, and reflects itself also
in the energy deposition distribution. In [12] the artefact
was discovered using EGS4/PRESTA and it was ascribed to
the lack of correlations between path length corrections and
scattering angle, and inconsistencies in the lateral correla-
tion algorithm. While these deficiencies are present in the
PRESTA algorithm, it turns out, however, that such bound-
ary artefact is a more general problem, due to the forced
truncation of steps on boundaries for whichever condensed
history Monte Carlo code, regardless of the specific model
used.

Suppose to have an electron beam travelling along the� axis in an infinite homogeneous medium, and to simu-
late a plane boundary at � 
��� . In a perfect calculation
this boundary should have no effect on any physical quan-
tity, and this is indeed what happens if one uses a single
scattering algorithm to perform the charged particle trans-
port, as shown in fig. 1 (the values around ��� � suffer from
poor statistics due to the grazing incidence and to the large
amount of CPU required by the single scattering algorithm).
When using a condensed history Monte Carlo, many scat-
terings are lumped in a single step on the basis of material
dependent quantities. Steps that would cross a boundary be-
tween different materials must therefore be shortened and
forced somehow to end on the boundary itself, and the same
happens even on a fictitious boundary. Since the angular de-
flection is then applied at the end of the step, the boundary
becomes an area of accumulation of scattering centres. In
particular, particles crossing the boundary at �	���
� can be
only those scattered the last time in the close proximity of
the boundary itself. It is qualitatively clear that the phys-
ical finite value of the fluence for

�	� ���
� comes from
the product of the “weighting” factor

�� ���%�&�
for each par-

ticle crossing the boundary times the number of scattering
events occurring in a neighborhood of the surface, which
becomes narrower and narrower for

��� ���
� . If the den-
sity of scattering events remains finite and possibly contin-
uous also close to the boundary no problem occurs, but for
condensed history models there is always a finite number of
scatterings occurring just on the surface and therefore in a
sufficiently small neighborhood the density can become as
large as one wants.

A quantitative proof is given in the following, for the
case of normal incidence. We consider the case of a parallel
beam of particles travelling in the � direction, and encoun-

tering a plane boundary perpendicular to the � axis at � 
 � .
Let us call � the mean free path between scatterings, � � � �
the probability density of scattering at an angle

�
, and � � � �

the linear density of particles undergoing a scattering at a
position � . To calculate the fluence of particles crossing the
boundary at an angle

�
, and coming from the last collision

event, one has to add the contributions of all the particles
scattered at any � in the direction

�
, weighted by the proba-

bilityof reaching the boundary before being rescattered and
by the geometrical factor

��� � �%� �
coming from the defini-

tion of fluence. As the distance between the scattering point
and the boundary is given by � ��������� , one has:�
���	 
 ���

�! �
� � � � � ������ �#" �%$ &�$')(+*-,/.(2)

If the density of scatterings � � � � is that of single scatterings,
it has again an exponential form:

� � � � 
 � � " �0$ &�$'(3)

and the integral in Eq. 2 gives�
���	 
 �)� �� ' ���%�&� � � � �
(4)

that is a smooth function of the angle
�
. A similar expres-

sion would be obtained in the case of Molière multiple scat-
terings steps without truncations, which gives a � � � � with-
out singularities. If, conversely, the scatterings are concen-
trated on the boundary due to step truncation, the density
takes the form of a 1 distribution, and the fluence becomes
( � � is the normalization factor)�
���	 
 � � �������� � � � �
(5)

with an evident discontinuity at
� 
 ���
� .

The “One Step Back” Algorithm The proposed solu-
tion is the inclusion of one (or more) single scattering steps
at the boundary crossing (“one step back” correction). In
doing this we exploit the fact that a Molière step is nothing
more than the convolution of many single scattering steps.
In practice, when a multiple scattering step is truncated on a
boundary, a single step path length is sampled and its length
is randomly divided in two fractions, one before the bound-
ary and one after it. The fraction before the boundary is
used to calculate the ideal positionof the last scattering cen-
tre in the multiple scattering step, and the Molière deflection
is applied at this point. From this point the particle is trans-
ported along its new direction for the previously sampled
single scattering path length, and then the multiple scatter-
ing transport starts again. At the user’s choice, the proce-
dure can involve more than one single scattering step.

The effectiveness of this algorithm is shown in figs. 2, 3
where the artefact and its elimination are shown. In these,
as in the previous one, the statistics of the single scattering
calculation is still low, due to the huge amount of CPU time
per event. In all these plots the multiple scattering steps



Figure 2: Angular distribution of 1 MeV electrons traversing a fictitious plane boundary in an homogeneous Al slab, ob-
tained with the complete multiple scattering algorithm (left) and with the “one step back” correction (right).

Figure 3: Radially integrated fluence due to a pencil beam of 1 MeV electron as a function of the depth in an homogeneous
Al slab. The positionof a fictitious plane boundary is shown by the vertical line. Results integrated over two different radial
ranges are shown. Full lines are obtained with the multiple scattering algorithm with “one step back” correction, dashed
lines are multiple scattering, dotted lines are completely single scattering.

were quite long, being fixed to give a 10% energy loss per
step. Nonetheless, the agreement between single and mul-
tiple scattering is good, except for a small difference in flu-
ence at large radii. This difference does not depend on step
length, neither on the correction algorithm, and seems to be
inherent in the Molière formulation.

The advantages of a hybrid solution From this story
a few remarks on the generality of boundary crossings in
condensed history codes arise naturally.

The problem of boundary crossing is not treated in any
multiple scattering theory. The solution to this discontinu-

ity has to be found in an empirical way, and can lead to bi-
ases and distortions like the one described above. For in-
stance, long steps in proximity of a boundary can lead to an
underestimation of the boundary crossing probability, and
to an enhanced probability to travel along the boundary,
since the simulated straight path fails to reproduce a physi-
cal wiggly path repeatedly crossing the boundary. This is
solved in FLUKA with a smooth approach to boundaries,
obtained by progressively shortening the path length as the
charged particle approaches the discontinuity. The addition
of the “one step back” correction is a further refinement of



Figure 4: Energy deposition in water due to a 214 MeV
proton beam, as obtained with a ionization potential given
by Bragg’s rule (dashed line) and with the recommended
value for water (dotted line), compared with experimental
data [16] (symbols).

this smooth approach. Moreover, the joining of a multiple
scattering algorithm with a single scattering one can be very
useful in problems involving edge scattering, or heavy ma-
terials, or backscattering. A last reminder: all charged par-
ticles, not only electrons are transported using the multiple
scattering algorithm, thus all the considerations made here
apply as well to protons, muons, pions...

2.2 Ionization

To evaluate the unrestricted energy loss of heavy charged
particles in elemental substances, FLUKA makes use of
the Bethe-Bloch formula with ionization potential and den-
sity effect parameters taken from the compilation of Stern-
heimer, Seltzer and Berger [13].

Shell corrections are derived from a parametrized for-
mula for unrestricted dE/dx obtained by Ziegler and An-
dersen [14] fitting available experimental proton data up to
100 MeV. Shell corrections and average ionization poten-
tial values do not appear explicitly in the formula, but can
be deduced by comparison with the Bethe-Bloch expression
in order to ensure a consistent approach when delta rays are
generated on user’s request and the corresponding restricted
energy loss is needed.

In the case of compounds and mixtures, the Bragg ad-
ditivity formula is used by default. The remark is often
made that, although deviations from stopping power addi-
tivity have been reported, the effect on calculated energy
deposition is small due to the logarithmic dependence of
dE/dx on average ionization potential. However, there are
cases where not only the amount of energy deposition is
important, but one must also accurately determine where it
is deposited. A good example is given by hadron therapy,

where it is essential to know with great accuracy the posi-
tion of the Bragg peak with respect to that of the tumour to
be treated. It can be seen in fig. 4 that using a best estimated
value of ionization potential can substantially improve the
agreement between the calculated and the measured posi-
tion of the Bragg peak. Therefore the possibility is now of-
fered to the user to override on request both the default ion-
ization potential and the density effect parameters for com-
pounds. It is thus possible to benefit from good compila-
tions such as those of Sternheimer, Seltzer and Berger [13],
whenever the relevant parameters of the compound under
investigation are known. Anyway the suggestions given in
the report [15] to improve the average ionization potential
of liquid and solid compounds over the naive Bragg addi-
tivity rule are applied whenever the material under consid-
eration is not included in the available compilations.

Other additions to the treatment of energy loss are the
possibility to define materials with local density different
from average (porous substances), and the ranging out of
particles below transport cutoff. The latter is done in an
approximate way (although taking into account boundaries
and magnetic fields), but improves the quality of calculated
dose distributions, avoiding for instance known artefacts
such as accumulation of high dose “spots” on boundaries.

3 INTERMEDIATE ENERGY
HADRONIC INTERACTIONS

The model used in FLUKA (called PEANUT) for hadronic
energies in the range 0-1.5 GeV has already been described
elsewhere [4, 6, 7, 9]. It combines both an intranuclear cas-
cade (INC) part, and a preequilibrium part, with a smooth
transition around 50 MeV for secondary nucleons, and
30 MeV for primary ones. Nuclear potential effects (refrac-
tion and reflection) are modeled into the code, as well as
quantal effects, like Pauli blocking, nucleon-nucleon corre-
lations, fermion antisymmetrization, coherence length and
formation zone.

In the following,we will present the most recent develop-
ments of the model, but before this, it is interesting to show
how the various stages and effects included in PEANUT con-
tribute to overcome most of the weaknesses of old plain
INC treatments, like the glorious Bertini [17, 18] model.

It is important to remind that the Bertini model does not
include reflection or refraction, neither includes any pree-
quilibriumstage. Furthermore an average binding energy is
used throughout all cascading process without account for
actual Q values of the different reaction channels.

In order to illustrate the effect of the various ingredients,
the same projectile-target combination, 80.5 MeV protons
on � � Zr, has been computed under different assumptions
and the results compared with experimental data [19, 20].
Four different trials have been performed, always using
PEANUT with all or only a few of the ingredients at work.
The results of the exercise are presented in figs. 5,6,7,8, for
(p,xn), and in figs. 9,10,11,12, for (p,xp). In all these fig-
ures, as well as in following ones, experimental data are
plotted as full symbols joined by a line, while model re-



Figure 5: � � Zr(p,xn) at 80.5 MeV, plain INC (see text) cal-
culation.

Figure 6: � � Zr(p,xn) at 80.5 MeV, plain INC plus preequi-
librium (see text) calculation.

Figure 7: � � Zr(p,xn) at 80.5 MeV, PEANUT (see text) cal-
culation with no quantal effect, but Pauli blocking.

Figure 8: � � Zr(p,xn) at 80.5 MeV, full PEANUT (see text)
calculation.

sults are given either by symbols with error bars, or by his-
tograms with shaded areas representing the statistical error.

The first attempt (figs. 5,9) has been performed using a
plain INC approach with no preequilibrium stage, no re-
fraction and reflection, and only Pauli blocking activated
among the quantal effects. The transport threshold for sec-
ondary nucleons was set equal to the average binding en-
ergy. The binding energy has been correctly set at each

emission stage to match the actual reaction Q-value. As can
be easily seen results are very poor, with an overestimation
of the forward peak and a strong underestimation of back-
ward angle emission. Other codes using a similar INC treat-
ment give similar results, as can be seen for instance in [21].

The second trial does not yet use refraction and reflec-
tion, but the preequilibrium stage is there. There is a clear
improvement in the results, particularly at backward angles,



Figure 9: � � Zr(p,xp) at 80.5 MeV, plain INC (see text) cal-
culation.

Figure 10: � � Zr(p,xp) at 80.5 MeV, plain INC plus pree-
quilibrium (see text) calculation.

Figure 11: � � Zr(p,xp) at 80.5 MeV, PEANUT (see text) cal-
culation with no quantal effect, but Pauli blocking.

Figure 12: � � Zr(p,xp) at 80.5 MeV, full PEANUT (see text)
calculation.

but still there are large discrepancies.

The third trial has been performed switching on all the re-
fraction and reflection business, but still limiting the quantal
effects to Pauli blocking alone. There is a great improve-
ment, with still discrepancies at the forward angles, but a
reasonable description of backward ones. The reason for
these latter deficiencies is related to the effect of particle
curvature in the nucleus which both increases the particle

track length and hence the reinteraction probability, and at
the same time “pushes” particles towards the nucleus cen-
tre, again increasing the interaction probability.

The fourth and last trial has been performed with all
quantal effects on, that is with coherence length, nucleon
correlation, and fermion antisymmetrization effects on.
Clearly these are effective in increasing particle mean free
paths in the nuclear medium resulting in a quite reasonable



description of the whole spectrum at all angles (see also [22]
for the effect of nucleon correlations).

The effect of particle curvature on interaction rates are
typical of INC codes which include refraction and reflec-
tion [23]. The reason for the good results, at least for angle
integrated spectra, of INC models based on straight trajec-
tories (like the Bertini INC) probably lies in the compensat-
ing effect of the lack of mechanisms able to lengthen parti-
cle mean free paths, and of the curvature effect which op-
erates in the opposite direction. The price is the poor de-
scription of angular distributions, at least for energies not
much larger than typical potential energies. Such a picture
is consistent with what has already been reported in the lit-
erature [24, 25, 26, 27].

Of course, many more improvements to the intermedi-
ate energy model can be made, and more physical processes
should be included. Some work has already been performed
with respect to the last published results [7].

3.1 Nuclear densities

What is normally measured in scattering experiments is
the nuclear charge density, that means the proton density.
The width and shape of its distribution are well known
and easily parametrizable. The most straightforward as-
sumption for the neutron density is that its shape and width
are the same as the proton one. There are however many
hints that the neutron density distribution extends to larger
radii, creating a neutron halo. Separated density distribu-
tions for protons and neutrons have been recently included
in PEANUT. Both densities are presently described with
symmetrized Woods-Saxon shapes [28], but with differ-
ent parameters for protons and neutrons. Parameters have
been chosen according to the Myers and Swiatecki droplet
model [29].

Light nuclei The standard functional representation of
the nuclear density is not suitable for very light nuclei,
where the skin depth becomes comparable to the core ra-
dius. On the other hand, for small nucleon numbers a cal-
culation of the density starting from nucleon wave func-
tions is feasible: solutionsusing shell model wave functions
with a harmonic oscillator potential can be derived analyti-
cally, and show good agreement with experimental distribu-
tions [30]. The density distributions for

���
nucleons (pro-

tons or neutrons) in the � -shell and
���

nucleons in the � -
shell are given by [30]:

� � ��� � 
 �	�
������� " � ������ � (6)

� � ��� � 
 ������ 
������� � �� ��� ! " � # ���� - (7)

where � � and � � are the length parameters in the oscillator
well. To take into account the finite size of the nucleons,
these density functions must be folded with the single nu-
cleon density, usually taken to have a Gaussian form.

These folded shell model densities have been adopted in
PEANUT for N and Z � 8 (thus up to

)! 
O).

Figure 13: Double differential distribution of protons emit-
ted after 
#" absorption on Ni at 160 MeV pion energy. The
experimental data are taken from [31, 32].

3.2 Angular Distribution in Pion Absorption

The differential cross section in the two body pion absorp-
tion process is usually written as a Legendre polynomial ex-
pansion: �����	 
%$'&)( & � & � ���%� � � �(8)

Only the terms with *+� , are found to be important.
Very complete compilations of Legendre coefficients as a
function of incident energy exist for pion absorption on a
deuteron, or on a pn pair [33, 34]. In this case the odd co-
efficients vanish, and the ( ! coefficient is of the same size
of the ( � one. The absorption on a pp or pn pair is much
less studied, and only a few energy points have been de-
termined [34, 35]. The ( )

term is non-negligible (except
for the case of an ingoing 
 � ) and its sign depends on the
projectile charge; the ( ! term is even larger than in pn ab-
sorption. It is thus clear that the nucleons outgoing from
a two body pion absorption are preferentially forward and
backward- emitted. This anisotropy has been included in
PEANUT. The values of the ( & coefficients at each energy
are computed from fits to available data. This inclusion re-
flects itself in a better agreement of calculated and experi-
mental results for pion-nucleus absorption, not only for an-
gular distributions but also for emitted nucleons spectra, as
shown in fig. 13 (to be compared with the results presented
in [7]).



Figure 14: Double differential distribution of negative pi-
ons in the reaction p+Be at 730 MeV.

3.3 Pion production

Pion production is the first inelastic channel to be open
both in pion-nucleon and nucleon-nucleon interactions, ob-
viously because of the small pion mass. The reaction

� ) '� ! � ���) ' ���! ' 
 has its threshold around 290 MeV,
and it starts to be important around 700, while the reaction
 ' � � 
 � ' 
 ��� ' ��� opens at 170 MeV. The dominance
of the

�
resonance, and of the

�
resonances at higher en-

ergies, in the 
�� � channel suggest to treat both reactions
in the framework of the isobar model, that is to assume that
they all proceed through an intermediate state containing at
least one resonance, for instance in the case of the

�
:� ) ' � ! � � �) ' � � � �) ' � �! ' 
(9)

and 
 ' � � 
 � ' � � 
 � ' 
 ��� ' � �
(10)

In the intermediate state the resonance can be treated as a
real particle, that is, in a Monte Carlo code it can be trans-
ported and then transformed into secondaries according to
its lifetime and decay branching ratios.

The isobar model accommodates easily multiple pion
production, simply allowing the presence of more than one
resonance in the intermediate state. These processes are
simulated in PEANUT by coupling the resonance produc-
tion part of the HADRIN [36] code, suitably modified, to all
the subsequent intranuclear steps. The relative resonance
decay branching ratio in different pion and nucleon charge
states have been computed through isospin relations. The
results are fairly encouraging, as shown in fig. 14.
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Figure 15: Neutron induced fission cross sections on Ura-
nium. Experimental data are from [43].

3.4 Fission

At the end of the intranuclear cascade the residual nucleus
is supposed to be left in an equilibrium state, in which the
excitation energy is shared by a large number of nucle-
ons. This energy is further dissipated by several compet-
ing mechanisms, with emission of light or heavy fragments
and/or photons. The dominant process is evaporation [7,
37, 38], normally followed by � deexcitation, but for heavy
nuclei the fission process cannot be neglected. The model
used in PEANUT for fission is the statistical one [37, 39],
in the formulation of Atchison [9, 40] (see [41, 42] for de-
tails), with some modifications. In particular, we were able
to omit the unphysical reduction factor that was applied to
the fission width in the original Atchison work [9]. This
excitation-dependent factor was introduced in HETC to cut
off the fission process at high excitation energies and bring
the calculations in agreement with measured data. Our ex-
planation is that a intranuclear cascade model without pree-
quilibrium emission leads to an average overestimation of
the nuclear excitation energy at the equilibrium stage. This
is not the case for PEANUT, and the agreement with experi-
ment is nice withoutany arbitrary factor, as shown in fig. 15
for Uranium.



Figure 16: C(p,xn) at 113 MeV, without (left) and with (right) Fermi Break-up in the calculations. Experimental data are
from [26].

3.5 Fermi Break-up

For light nuclei, the statistical assumptions and the se-
quential emission scheme underlying the classical evapora-
tion models become less and less sound, and other deexci-
tation mechanisms are more suitable for these light (typi-
cally A � 16) residual nuclei. The one adopted for FLUKA

is the so called Fermi Break-up model [44, 45], where the
excited nucleus is supposed to disassemble in just one step
into two or more fragments, with branching given by plain
phase space considerations. The formulation and the cod-
ing adopted in FLUKA are the same as those described else-
where in this conference [41], thus they are omitted here.
The inclusion of Fermi Break-up has eliminated the excess
of low-energy evaporation neutrons that was present in for-
mer calculations on light nuclei, as shown in fig. 16 for Car-
bon. It has also greatly improved the residual nuclei distri-
butions, as will be discussed later.

3.6 Residual Nuclei

The problem of a reliable description of individual isotopes
produced in hadron-nucleus reactions is still an open one.
While the general features of the residual nuclei distribu-
tions are usually well reproduced by FLUKA, predictions on
individual isotopes can be off by large factors. Many rea-
sons contribute to this uncertainty:

� Slight inaccuracies in excitation energy spectra reach-
ing the evaporation stage can result in small shifts in
particle multiplicities, but in substantial shifts among
close isotopes
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Figure 17: Residual nuclei mass distribution. Experimental
data are from [46] for Ag and [47] for gold.

� The lack of spin and parity dependent (Hauser-
Feshbach) calculations in the last stage can also bias
the very last steps and hence the final residual nucleus

� Charged particle emission channels of low probability
can be badly reproduced because of sub-barrier effects
etc.



Isotopes Production
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Figure 18: Residual nuclei excitation functions. Experi-
mental data are from [45, 48], open stars are FLUKA results.

� No prediction about metastable states is possible

� The fragmentation of higher mass compound nuclei is
not yet included in the model. This process, although
its cross section is usually small, is important when
considering the distributionof residual nuclei, because
it can produce isotopes very far both from the target
mass and from the fission fragment distribution.

Besides these physical reasons, there are also “technical”
ones. What is often required when looking for residual nu-
clei production, is the production cross section of some spe-
cific isotopes, for example because of their toxicity or long
life time etc., which however can be a very small fraction of
the total reaction cross section. Therefore a good agreement
over the gross part of emission spectra is not at all a guar-
antee of a similar agreement on some specific and relatively
unlikely isotope production channel. All these remarks ap-
ply to other INC codes as well.

Nevertheless, as already said, the overall features of the
residual nuclei distribution are well reproduced. In fig. 17
two examples of mass distributions following proton bom-
bardment of heavy nuclei are shown. The calculated distri-
butions are in good agreement with the experimental ones,
both in the near-target zone and in the fission product range.
There is a clear discrepancy in the low-mass region, due to
the lack of fragmentation in the calculations.

Regarding light nuclei, the inclusion of Fermi Break–
up has brought about a major improvement in the results
on residual nuclei. In fig. 18 the excitation functions for
the productionof different isotopes by proton bombardment
of Carbon are shown. The evaporation model alone could
never have explained the abundance of isotopes like

�
Be,

Figure 19: Invariant cross section spectra, as a function of
Feynman ��� , of negative pions emitted for 
�" on hydrogen
target at various momenta (3.7, 7 and 18.5 GeV/c). Exper-
imental data from [49].

Figure 20: ��� spectra of 
#" and 
 � produced by
16 GeV/c 
 � incident on a hydrogen target. Experimental
data from [49].

while it would have grossly overestimated the emission of
neutrons (fig. 16) and � particles (also via the disintegration



Figure 21: Positive and negative particle p � distributionfor
200 GeV 
 " on hydrogen. Experimental data from [50].

Figure 22: Feynman � � spectra of positiveparticles and 
 �
produced by 250 GeV/c 
 " incident on a hydrogen target.
Experimental data from [50].

of
�
Be into two � ’s).

Figure 23:
� 0 � 10 � � spectra of negative particles produced by

400 GeV/c protons on a hydrogen target, as a function of � �
and Feynman � in the backward emisphere. Experimental
data from [51].

4 HIGH ENERGY HADRONIC
INTERACTIONS

Extensive improvements have been carried out in the last
years in the model dealing with high energy interactions.
The goals of this work were mainly twofold: to obtain agen-
eral improvement of the high energy event generator also in
view of new applications of the code (neutrinobeam design,
atmospheric neutrino calculations etc.), and to pursue a bet-
ter description of inelastic interactions in the energy range
below 10-20 GeV. The FLUKA high energy event generator
is based on the Dual Parton Model (DPM), whose validity
is questionable below a few tens of GeV. However, com-
parisons with experimental data have clearly shown that the
resonance model quickly becomes inaccurate for energies
above 2–3 GeV, and in particular it is not able at all to pre-
dict the correct behaviour of particle � distributions in the
central region. This limitation is believed to be a fundamen-
tal one, at least for a resonance model with at most two res-
onances in the starting configuration, and not a lack of suf-
ficiently high mass resonances in the model. Therefore it
was felt preferable to stretch in a reasonable way the DPM
model towards lower energies, rather than trying to get rid
of the problems of the resonance model.

The present DPM based generator is now substantially
different and improved with respect to previous FLUKA ver-
sions and allows for better predictions both in the central
and fragmentation regions. These modifications will not be
discussed in detail in this paper because of lack of room and



because the work is still going on. Only a few examples
are presented to give a feeling of the present performances,
however the topics which underwent major changes are
summarized below:

� Introduction of reggeon mediated interactions (sin-
gle chains) at the lower energy end of the application
range of the DPM

� A thorough revision of the chain building process,
mainly concerning the use of � fractions and the
smooth transition to low energies

� A complete revision of the chain hadronization pro-
cess with a smooth and physically sound transition to
chains made up by only two particles/resonances

� A complete revision of diffractive events which can be
now of three different kinds (resonant, single chain and
two chain events, the former being related to low mass
diffraction and the latter to high mass diffraction)

� Transverse momentum selection and sampling both
for chain ends and for individual partons inside the
chains

� Use of smeared mass distribution for resonances, ac-
cording to their experimental width

Some examples of present performances for h–p interac-
tions which are of course the building blocks also for h-
A interactions, are shown in figs. 19,20,21,22, 23, both for
longitudinal and transverse distributions.

5 CONCLUSIONS

Unlike other codes which have been described at this Work-
shop, FLUKA cannot count for its development on a full
time staff aiming at achieving specified goals in the frame-
work of a well defined project (not to mention budget!).
Each upgrade is pursued in general not as a purpose in it-
self, but under pressure of the need of the moment. As an
example, some of the improvements described above were
dictated by incursions in fields as diverse as proton therapy
(ionization), energy amplifiers (fission), prediction of acti-
vation in collider experiments (Fermi break-up).

As the number of attempts to apply the code in new fields
increases, new needs arise: but satisfying the latter often
opens new possibilities suggesting further applications. It
is remarkable how such an anarchical growth has succeeded
so far in producing a well balanced and flexible program,
in which the equilibrium of the different parts can ensure a
similar level of accuracy independent of the type of radia-
tion and application.
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